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ABSTRACT

With the emergence of Internet of Things (IoT), trillions of devices will soon be interconnected and provide new services.
The success of IoT relies on the scalability of underlying machine-to-machine communication networks. In this paper,
we propose a distributed and adaptive multichannel protocol to address the scalability issue. The proposed protocol is
composed of (i) real-time estimation of competing devices, (ii) adaptive channel access probability, and (iii) asynchronous
resource reservation. The three features ensure that channel utilization is maximized even when the number of competing
devices and their traffic fluctuate dramatically. Our numerical and simulation results show that the proposed protocol can
achieve a channel utilization of up to 93%, especially when the number of competing machine is large. Copyright © 2014
John Wiley & Sons, Ltd.
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1. INTRODUCTION

Internet of Things (IoT) is considered as the most impor-
tant evolution for the Internet in the post-smartphones era.
Through the IoT, trillions of machines will be intercon-
nected and provide new applications and services. The key
to interconnect such a huge amount of machines is the scal-
ability of the machine-to-machine (M2M) communication
networks and protocols. Any good solution for M2M com-
munication must scale well with the number of machines
so as to transport the unprecedented amount of data.

Multichannel operation is a promising solution for M2M
communication given that machines could transmit con-
currently on different channels. Many existing wireless
communication protocols such as IEEE 802.11 (i.e., WiFi)
and 802.15.4 (i.e., ZigBee) have adopted a multichannel
architecture. However, these protocols do not fully utilize
multichannel operation in the sense that machines do not
switch among channels on a regular basis. For example,
a WiFi access point (AP) usually selects a channel (e.g.,
channel 1, 6, or 11) and communicates with its stations
using that channel. Although different APs may use dif-
ferent channels, the overall channel utilization may not be
balanced and maximized.

To make best use of multichannel operation, each device
should use all channels in a dynamic manner depend-
ing on the channel loads and the number of competing
devices. Such multichannel operation can be realized in
a centralized or distributed network. In a centralized net-
work, a controller allocates channel resources to com-
peting machines. The presence of a controller simplifies
the process of resource allocation. One major problem
of the centralized solution is signaling overhead. When
the number of machines is large, a significant amount of
resource/time will be spent for scheduling requests and
responses. A centralized network is also subject to the
single node (i.e., the controller) failure problem. In a dis-
tributed network, machines negotiate with each other for
channel access. Depending on how the negotiation is car-
ried out, distributed multichannel networks can be further
classified as channel hopping-based or common control
channel (CCC)-based.

In a hopping-based network, machines switch among
different channels by following specially designed hop-
ping sequences. When machines hop to the same channel
at the same time, their communication can start. The
advantage of a hopping-based solution is its low signal-
ing overhead. The key challenge is the design of hopping
sequences to guarantee “encounters” between any two
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machines. Although many different sequences were devel-
oped to provide such guarantees [1–5], timely encounters
usually depends on the number of channels in a network.
The more channels in a network, the longer two machines
need to wait between consecutive encounters. If machines
operate at a low duty cycle (as many machines will do in
the IoT), it is even more difficult for them to encounter and
communicate with each other on time.

In a CCC-based network, one of the channels is des-
ignated as the control channel. On this control channel,
machines negotiate with each other and reserve channels
for data transmission. Because negotiation is made on a
fixed channel, the encounter time is independent of the
number of channels in a network. Many CCC-based pro-
tocols have been proposed for distributed multichannel
networks. In [6,7], a dedicate control channel protocol
was proposed. A machine using this protocol needs to be
equipped with two independent transceivers. One of the
transceivers is locked onto the control channel for channel
reservation while the other is tuned to different channels
for data transmission. By doing so, data transmission and
negotiation can proceed concurrently, and channels can be
utilized more efficiently. The drawback is that the hardware
is more complicated and machines consume more power
because of the use of dual transceivers.

In order to relax the requirement of dual transceivers,
a split-phase protocol was then proposed [8]. In the split-
phase protocol, time is divided into periodical intervals.
Each interval is further divided into a negotiation phase and
a data transmission phase. During the negotiation phase,
machines stay in the control channel for resource reserva-
tion. Machines that complete their reservation start their
data transmission at the end of negotiation phase. Given
that only one channel is utilized during the negotiation
phase, the overall utilization could be severely affected.
In [9], the authors showed that the utilization is very
sensitive to the length of the negotiation phase Tn in a
split-phase protocol. They concluded that the length of
the data transmission phase has little impact on the selec-
tion of Tn based on the assumption that all machines have
no buffer space. However, how to determine the optimal
Tn was not addressed. In [10], the authors attempted to
improve the split-phase protocol using dynamic adjustment
of Tn. The adjustment algorithm is simple. A machine
broadcasts a request for (i) increasing Tn after an unsuc-
cessful negotiation or (ii) decreasing Tn after an incomplete
data transmission. On the basis of the collected requests,
machines increase or decrease Tn by one time unit using
the majority rule. Obviously, such heuristic adjustment
cannot minimize the waste in the negotiation phase.

In this paper, we attempt to design an efficient CCC-
based protocol for a large-scale M2M network. The design
challenge here is that the number of machines that reserve
channels in every negotiation phase is a random number,
due mainly to the sporadic or bursty nature of M2M traffic.
A design based on the worst-case scenario (i.e., assuming
that all machines always have data to transmit) obviously
does not work because a large Tn will be used and result

in poor utilization. In order to solve the problem, we first
develop a “baseline” split-phase protocol. Machines using
the baseline protocol estimate the number of competing
machines before a negotiation phase starts. On the basis
of the estimation result, the machines determine Tn and
an access probability p. The access probability determines
how aggressively machines negotiate with each other dur-
ing the negotiation phase. A mathematical model is then
developed to select Tn and p such that the channel utiliza-
tion can be maximized. We then introduce two mechanisms
to enable asynchronous resource reservation in our base-
line protocol. As we will show in this paper, asynchronous
reservation fully utilizes the resource wasted by a split-
phase protocol. Our numerical and simulation results show
that the proposed protocol outperforms the existing split-
phase protocols, especially when the number of competing
devices is large.

The rest of this paper is organized as follows. In
Section 2, we introduce the system settings and assump-
tions used in our protocol design. In Section 3, we first
valuate the impact of Tn and p on the channel utiliza-
tion of a split-phase protocol. Our baseline protocol is
then presented, and the mathematical models for determin-
ing optimal Tn and p are also discussed. The numerical
results and performance evaluation are given in Section 4.
In Section 5, we present the two mechanisms that enable
asynchronous reservation. Finally, the paper is concluded
in Section 6.

2. SYSTEM SETTINGS AND
ASSUMPTIONS FOR THE BASELINE
SPLIT-PHASE PROTOCOL

In this paper, we consider an M2M network with N
non-overlapping channels. Time is divided into periodic
intervals with a fixed length of Ttotal. Ttotal is usually deter-
mined by the delay upper bound of M2M applications.
Each interval is further divided into an estimation phase
Te, negotiation phase Tn, and data transmission phase Td
as shown in Figure 1. Time is slotted in the first two
phases. During the estimation phase, each machine esti-
mates the number of machines, M, that intend to transmit
in the upcoming data transmission phase. In this paper, M
is assumed to be a random number given the sporadic or
bursty nature of M2M traffic.

In the negotiation phase, machines negotiate with each
other by exchanging request and reply messages. The
request message is transmitted at the beginning of each slot
with a probability p. After having successfully received
a request message, the receiver waits for one interframe
space (with length of one slot) and sends back a reply
message. After that, the rest of the machines wait for
another interframe space to send their request messages
with a probability p. If collision happens on the CCC, all
machines also wait for one interframe space to resend their
request messages with a probability p. The length of the
request and reply messages, Treq and Trep, are assumed to
be 18 and 15 time slots, respectively. Each time slot is set
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Figure 1. Timing structure of the proposed protocol.

to 20 �s. These values are chosen on the basis of the design
of Request-to-Send (RTS) and Clear-to-Send (CTS) frames
in the IEEE 802.11 protocol. The details of the negotiation
process is also illustrated in Figure 1.

At the end of the negotiation phase, those success-
fully negotiated machines switch to the data channels
reserved earlier and start data transmission. Throughout
this paper, we assume that each machine is equipped with
only one transceiver so as to better model low-power,
low-complexity machines in M2M networks.

3. ADAPTIVE SPLIT-PHASE
MULTICHANNEL PROTOCOL

In a split-phase multichannel protocol, the length of the
negotiation phase, Tn, has a significant impact on the
overall channel utilization. If Tn is too short, only a few
machines can complete negotiation before the data trans-
mission phase starts. As a result, many channels are left
unused during the data transmission phase. If Tn is suf-
ficiently long, all machines may complete negotiation.
However, a longer Tn implies a shorter Td given that Ttotal

is a fixed value. Therefore, little time will be left for data
transmission because data transmission cannot proceed
concurrently with negotiation under our single-transceiver
assumption. Such trade-off suggests that there exists an
optimal Tn that maximizes the channel utilization. In what
follows, we first investigate the impact of Tn on channel
utilization. On the basis of our findings, an algorithm to
determine Tn that maximizes the channel utilization will
be developed.
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Figure 2. Channel utilization versus Tn: Ttotal D 100 ms and
p D 0.01.

3.1. Impact of Tn and p on
channel utilization

We first consider an M2M network with N D 60 chan-
nels. The number of machines that intend to negotiate, M,
varies from 50 to 200. Figure 2 shows the channel utiliza-
tion under different M’s and Tn’s. In this paper, channel
utilization is defined as the ratio of channel time used for
data transmission and is calculated by

U D
Td

Ttotal
�

Nused

N
(1)

where Nused is the number of reserved channels for data
transmission during Td . Here, it is assumed that Te D 0,
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so we can focus on Tn’s impact on channel utilization. The
results show that (i) channel utilization varies significantly
with Tn and (ii) there exists an optimal Tn that maxi-
mizes the channel utilization for any given M. In Figure 2,
both the optimal Tn and the resulting maximum utiliza-
tion varies with M. Because the optimal Tn varies with
M, and M changes frequently in large-scale networks, it is
infeasible to determine Tn off-line.

In Figure 2, we assume that the access probability in
the negotiation phase, p, is fixed at 0.01. The value of p
determines how aggressively machines contend for access
during the negotiation phase and, consequently, also deter-
mines the number of machines that complete negotiation.
Therefore, p also determines the overall channel utiliza-
tion. Figure 3 shows the channel utilization under different
p’s for Tn D 20 ms and N D 60. The figure shows
that the utilization is very sensitive to the value of p. In
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Figure 3. Channel utilization versus p: Ttotal D 100 ms and
Tn D 20 ms.

addition, there also exists an optimal p for given Tn and M.
Again, the optimal p depends on M and therefore cannot
be determined off-line. The study illustrates that dynamic
adaptation of p and Tn according to M is the key to the
efficiency of a split-phase multichannel network.

3.2. Real-time estimation of M

In order to determine optimal Tn and p that maximize chan-
nel utilization, each machine must real-time estimate the
value of M. In this paper, we propose a light-weight esti-
mation algorithm. Our algorithm relies on so-called “busy
tones” for machines to advertise their intention for negoti-
ation. The basic idea of the proposed algorithm is similar
to the solution in [11], but our solution focuses on using
a small Te to achieve a reasonable estimation of M. The
details of the proposed algorithm is given as follows.

The proposed estimation algorithm is composed of two
phases, including coarse phase and refine phase. In the
coarse phase, each of the machines sends a busy tone on the
CCC in the first time slot with a probability of p1 D 1=2.
If a machine sends a busy tone, it will send a busy tone in
the second slot with a probability of p2 D

1
22 . The pro-

cess continues with pi D
1
2i , where i is the index of slots

in the negotiation phase. If a machine does not send a busy
tone, it listens during the slot and determines whether or
not some busy tones are detected. If a busy tone is received
in slot i, the machine sends a busy tone with a probability
of piC1 D

1
2iC1 in slot iC 1. Otherwise, the coarse phase is

considered completed for the machine.
Figure 4 shows a sample result of the coarse phase. Here,

we assume M D 5. The figure shows that all machines
do not send busy tones in the third time slot. In this case,
the coarse phase is completed in the third slot. Given that
each machine halves the probability of sending busy tones

Figure 4. An example of the proposed estimation algorithm: M D 5.
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in every time slot, the average length of the coarse phase is
log2 M, which is acceptable especially when M is large.

In the refine phase, each machine sends a busy tone in
every time slot with the probability used by the machine
to send the last busy tone in the coarse phase. The length
of the refine phase, Lr, is determined in advance, depend-
ing on the accuracy needed. On the basis of the extensive
numerical results, we set Lr to 100 time slots. Such a value
provides a reasonable result for larger M’s. The expected
value of the number of busy tones detected and sent by
the machine (i.e., the total number of slots with busy
tones on the CCC during the refine phase), Br, could be
calculated by

EŒBr� D Lr � Œ1 � .1 � pb/
M � (2)

where pb is the transmission probability of busy tones
in each slot. On the basis of Equation (2), at the end
of the refine phase, each machine estimates the number
of machines that intend to negotiate in the negotiation
phase by

OM D
log.1 � EŒBr�=Lr/

log.1 � pb/
(3)

An example of a refine phase with pb D 1=8 and Lr D 8
is also shown in Figure 4. Machine A sends a busy tone
in the seventh slot and detects busy tones in the first and
fifth slots in the refine phase. Therefore, Br D 3 and OM is
calculated as 3.52. Note that when M is large, Br will be
very close to EŒBr� according to the law of large number
and the central limit theorem.

Figure 5 shows the estimation results of the proposed
algorithm. The figure shows the distribution of 10 000 esti-
mated values of M when M D 100. The results show that
the average of OM is equal to M and the standard devia-
tion is 17.4. The average total time for each estimation is
107 time slots, which are only about six request messages
long. Consider that there are 100 machines that intend to
send request and reply messages in the negotiation phase,
such overhead (<5%) incurred by our estimation algorithm
is negligible.
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Figure 5. Distribution of OM: M D 100 and Lr D 100.

3.3. Optimal access probability popt

As we show in Section 3.1, there exists an optimal p that
maximizes the number of machines that complete nego-
tiation for a given Tn. In other words, there should exist
an optimal p that minimizes the time needed to complete
m pairs of negotiation. In this section, we derive such
an optimal access probability first. Because a machine
that completes its negotiation will not participate in the
rest of the negotiation process, the number of negotiating
machines will decrease gradually. The access probabil-
ity that these remaining machines use might also change
accordingly. Denote pi as the access probability used by
each machine when i machines are negotiating. Define Ti

as the time slots needed for i machines to complete all
negotiations. The expected value of Ti can be computed in
a recursive way as

EŒTi� D Pi,1 � f1C EŒTi�g

C Pi,2fTreq C Trep C 2C EŒTi�2�g

C .1 � Pi,1 � Pi,2/fTreq C 1C EŒTi�g

(4)

The first term in Equation (4) represents the event that none
of the machine accesses the channel in the first slot. As
a result, one time slot is wasted, and the negotiation pro-
cess restarts as if nothing happens. The probability of this
event, Pi,1, can be obtained as Pi,1 D .1� pi/

i. The second
term represents the event that exactly one machine accesses
the channel and thus completes negotiation with its tar-
geted device. A total of Treq C Trep C 2 is needed for the
two machines to complete the negotiation, and EŒTi�2� is
needed for the rest of i�2 machines to complete their nego-
tiation. The probability of this event, Pi,2, can be obtained
as Pi,2 D

� i
1

�
pi.1�pi/

i�1. Finally, the third term represents
the event that more than one machine access the channel
and collide with each other. Therefore, Treq C 1 is wasted,
and EŒTi� is needed for these i machines to complete nego-
tiation. The probability of this event can be obtained as
1 � Pi,1 � Pi,2.

Equation (4) can be simplified as

EŒTi� D TrepC1CEŒTi�2�C
Treq � Treq.1 � pi/

i C 1

i � pi.1 � pi/i�1
. (5)

In Equation (4), pi only appears in the last term. There-
fore, the optimal pi, pi,opt, that minimizes EŒTi� can be
obtained by

pi,opt D arg min
pi

Treq � Treq.1 � pi/
i C 1

i � pi.1 � pi/i�1
. (6)

By simplifying Equation (6), we can calculate pi,opt for a
given number of remaining machines i in the network.
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3.4. Optimal negotiation phase, Tn,opt

It is observed from Section 3.1 that there exists an opti-
mal Tn that maximizes channel utilization. In general, not
all of M machines can complete negotiation within the
optimal Tn. Take M D 200 in Figure 2 as an exam-
ple. Channel utilization is maximized when Tn D 56 ms.
Within such Tn, only 90 machines complete negotiation
(i.e., Nused D

90
2 D 45). In this section, we attempt to

find the optimal Tn when M machines intend to negoti-
ate with each other. Assume that 2m out of M machines
complete their negotiation in the optimal Tn,M,opt. Accord-
ing to Section 3.3, these M machines initially must use an
access probability derived in Equation (6), pM,opt. Once the
first pair of machines complete their negotiation, the rest
of M � 2 machines initially must use an access probability
equal to pM�2,opt. The negotiation process continues until
the mth pair of machines complete their negotiation (using
an access probability equal to pM�2mC2,opt).

In order to determine Tn,M,opt, we first define mj as the
number of machines that complete their negotiation in j
time slots. mj here is also a random variable. On the basis
of Equation (1), Tn,M,opt can be calculated by maximizing
the expected channel utilization EŒU� as

Tn,M,opt D arg max
Tn

EŒU�

D arg max
Tn

(
Td

Ttotal
�

EŒmTn �=2
N , if EŒmTn �

2 < N
Td

Ttotal
, if EŒmTn �

2 � N
(7)

where EŒmTn � represents the expected value of the num-
ber of machines that complete their negotiation in Tn, and
Nused in Equation (1) is replaced by EŒmTn �=2. We assume
that all mTn machines fully utilize the data transmission

phase. Therefore, in the case of EŒmTn �
2 � N, we allow at

most N pairs of machines to reserve data channels.
From the discussion in Section 3.3, the expected value

of mj, EŒmj� can also be computed in a recursive way as

EŒmj� D Pmj,1,opt � EŒmj�1�

C Pmj,2,opt � fEŒmj�.TreqCTrepC2/�C 2g

C Pmj,3,opt � EŒmj�.TreqC1/�

(8)

where Pmj,1,opt, Pmj,2,opt, and Pmj,3,opt represent the proba-
bilities of the three events for channel access explained in
Section 3.3, with i replaced by mj and pi replaced by pmj,opt
in Equation (6). EŒmTn � in Equation (7) can be calculated
using Equation (8) with j D Tn. Finally, Tn,M,opt can be
obtained numerically using Equation (7).

4. NUMERICAL ANALYSIS
AND EVALUATION

In this section, we compare the channel utilization of the
proposed protocol with two other protocols denoted as
OPTIMAL and FIX, respectively. OPTIMAL is an ideal

protocol that knows M without estimation and uses the
optimal Tn and Td derived in our paper. OPTIMAL is used
as the benchmark to evaluate the performance of the pro-
posed protocol. On the other hand, FIX does not real-time
estimate M and can only use fixed Tn and p. In our simu-
lation, Tn in FIX is set as 20% of Ttotal, according to the
protocol proposed by So and Vaidya [8] to achieve “good”
performance.

For all of the simulations, the number of channels N is
40, and the length of Ttotal is 100 ms (i.e., 5000 time slots).
The number of machines, M, follows a uniform distribution
and changes for each Ttotal. Denote NM as the mean of M,
� as the standard deviation of M, and M as the sample
space of M. We have M D Œ NM � a, NM C a�, and � Dq
..2aC1/2�1/

12 , where � is the standard deviation of M. In
our simulations, the parameter a is varied to investigate the
impact of � on the proposed protocol.

4.1. The impact of NM on U

Figure 6 shows the channel utilization under different NM’s
in the three protocols. Here, a is fixed at 10 so that we can
focus on the impact of NM. The results show that the uti-
lization in the proposed protocol is very close to that in
OPTIMAL. This result verifies that the estimation phase in
our protocol incurs very little overhead. Our further analy-
sis indicates that the length of the estimation phase, Te, is
about 107 slots on average, which is only 107=5000 ' 2%
of the total duration. In addition, the channel utilization
in the proposed protocol increases with NM until NM �

80.D 2 � N). In our protocol, p is adjusted by each device
according to OM so that the efficiency of negotiation during
Tn is almost unaffected as NM increases. When NM > 80,
the proposed protocol automatically disallows more than
80 devices to complete negotiation in Tn by adjusting Tn

accordingly. With such distributed adaption, the channel
utilization does not degrade as in FIX when NM is large. In
FIX, the number of devices is not estimated so that p has
to be fixed. Three different p’s are used in our simulations.
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Figure 6. Comparison of channel utilization under different NM’s.
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Figure 7. Comparison of channel utilization under different � ’s.

The results show that there does not exist a p that provides
high channel utilization for a wide range of NM. Even though
a smaller p (i.e., 1/300) achieves better performance than
larger p’s when NM is large, the resulting utilization is still
far less than that in the proposed protocol.

4.2. The impact of � on U

Figure 7 shows the channel utilization when NM is fixed at
50 and a varies from 5 to 45. As a increases, the standard
deviation � increases, thus resulting in a more dynamic
network. The figure shows that when M fluctuates more
dramatically, the utilization in FIX decreases faster than
our proposed protocol. The reason is that in FIX, p can
only be determined on the basis of some a priori infor-
mation, if such information exists. When � increases, M
fluctuates more so that the predetermined p cannot accom-
modate such fluctuation. In contrast, the proposed protocol
tries to keep up with the fluctuation. As a result, a smaller
degradation can be achieved.

5. ASYNCHRONOUS
RESOURCE RESERVATION

In our baseline protocol, non-CCC channels are still wasted
during the negotiation phase, even though Tn has been

adjusted dynamically to minimize such waste. This is the
inherent drawback in any split-phase protocol as pointed
out in [9]. In what follows, we introduce two new mech-
anisms to further reduce the wasted channel time. The
first mechanism, referred to as pair-and-go (PNG) in this
paper, allows machines to utilize the non-CCC channel
during the negotiation. The second mechanism, referred to
as enhanced PNG, allows machines to return to the CCC
at different time points (i.e., the negotiation phases may
not be aligned anymore). These two mechanisms, when
working together, will enable asynchronous resource reser-
vation in a CCC-based multichannel network. The details
of the proposed mechanisms are discussed in the following
two subsections.

5.1. Pair-and-go

Figure 1 shows that in a split-phase protocol, all machines
wait until the end of negotiation phase before starting their
data transmission. For a split-phase network with a fixed
Ttotal, such waiting is unnecessary and only wastes the
valuable channel time. Machines that already complete
their reservation should be allowed to switch to a non-CCC
channel for data transmission even before the end of the
negotiation phases. PNG is developed on the basis of this
simple observation. By using PNG, more non-CCC chan-
nels can be utilized and a higher utilization can be achieved
as illustrated in Figure 8.

Figure 9 compares the channel utilization with and with-
out using PNG, under the same setting as in Section 4.1.
The protocol with PNG is denoted as “PNG”. The result
shows that when the number of competing machines is
large, PNG can squeeze 20% more utilization from the
baseline protocol. Note that the improvement is achieved
on the basis of the assumption that a reserved channel
will be used up for data transmission by a single pair of
machines (e.g., with bursty traffic) during the entire Td . If
not (e.g., sporadic traffic), it could be better for a machine
to stay on the CCC to make more reservations so that the
data transmission period is not wasted. In other words,
there exists a trade-off between utilization in the negoti-
ation phase and utilization during the data transmission
phase when PNG is applied and the traffic is sporadic. We

Figure 8. “Pair-and-go” in the proposed protocol.
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Figure 9. Comparison of channel utilization: with versus without
pair-and-go.

will resolve this trade-off by using the enhanced PNG as
described in the next subsection.

5.2. Enhanced pair-and-go

A quick fix for the trade-off introduced by PNG is to allow
machines to return to the CCC once its data transmission
is completed. By doing so, a machine can make new reser-
vation on the CCC while others are still transmitting data
in the data channel. This mechanism was used by Chen
et al. [12] to improve the existing split-phase protocols.
In their protocol, machines that have request for channel
reservation run a greedy scheduling algorithm at the end of
each negotiation phase. The data transmission(s) that ends
first is then scheduled to the CCC as shown in Figure 10.
When the data transmission(s) on the CCC ends, one of the
machines on the CCC transmits a beacon to signal the start
of the next negotiation phase. Therefore, data transmission
and channel reservation can proceed concurrently.

One problem of asynchronous resource reservation is
that the machines transmitting on the data channel (e.g.,
Channel 4) will lose track of new reservations in the nego-
tiation phase. In [12], the problem is solved by including
channel occupancy information in the beacon. However, as
pointed out by the authors, a machine may need to wait
for several negotiation phases before resynchronizing to

the beacon generator. Furthermore, if the beacon genera-
tor is still on a data channel while a new negotiation phase
starts, a new beacon generator needs to be elected (via con-
tention). Both of the mechanisms will introduce additional
delay and degrade the overall channel utilization.

We believe that to fundamentally solve the problems,
the negotiation phase should not be synchronized at all.
That is, there should be no network-wide negotiation
phase. Instead, each machine maintains its own negotia-
tion/data transmission phase based on the observed channel
occupancy. This mechanism—referred to as asynchronous
resource reservation—and the corresponding protocol are
explained in details in the following subsections.

5.2.1. Protocol design.

Each machine using the enhanced PNG maintains a
channel availability list (CAL), which records the latest
time at which a channel becomes available. When a device
needs to reserve a channel for data transmission, the chan-
nel that will become available first should be selected.
Before accessing a selected data channel, the machine
shall send an RTS frame on the common control chan-
nel first. The RTS frame is transmitted with a probability
p after the CCC is determined as idle as we derived in
Section 3. The network allocation vector (NAV) field of the
RTS frame is set as the total time needed to transmit the
buffered data frames, including all short interframe spaces
and acknowledgement. If the transmission cannot be com-
pleted at the current timeC the maximum channel holding
time (MCHT), the NAV is adjusted to fit into the limit.
The CAL is also included in an RTS to help neighboring
devices keep track of the channel occupancy. In our proto-
col, no machine is designed as the beacon generator. Once
an RTS frame is received, a machine can start its reser-
vation on the basis of the received CAL. The RTS frame
format is shown in Figure 11. Note that in our design,
the first 10 bits of the NAV bits denote the reserved dura-
tion while the remaining 6 bits are used to denote the
reserved channel.

Whenever an RTS frame is received, a device shall first
update its local CAL as follows. For a channel whose avail-
able time is earlier than that in the received CAL, the device
shall replace the available time by the value in the received
CAL. Otherwise, the available time remains unchanged. If
the RA field of the received RTS frame also matches the
device’s MAC address, a CTS frame shall be sent short

Figure 10. Concurrent resource reservation and data transmission.

1022 Wirel. Commun. Mob. Comput. 2015; 15:1015–1025 © 2014 John Wiley & Sons, Ltd.
DOI: 10.1002/wcm



C-H. Yen, C-Y. Hsu and C-T. Chou An adaptive multichannel protocol for M2M networks

Figure 11. (a) Request-to-Send and (b) Clear-to-Send frames.

Figure 12. An example of using enhanced pair-and-go protocol: M D 20 and N D 6.

interframe space time after the reception of the RTS frame.
The CTS frame format is shown in Figure 11.

Whenever a CTS frame is received and the RA field
matches the receiving device’s MAC address, the reserva-
tion is considered as completed. Otherwise, the receiving
device simply updates its CAL on the basis of the NAV. On
the basis of the aforementioned protocol, a device that just
finishes its data transmission may not know the up-to-date
channel occupancy because all reservations made during
its data transmission were not heard. The problem can be
solved partially by the CAL in the RTS frame. If a return-
ing device receives an RTS frame on the CCC, it will learn
the missing reservation. If no frame is received MCHT
after the return, the device will infer that all channels
are available because devices cannot make any reservation
that ends MCHT after a reservation is made. An exam-
ple of using the enhanced pair-and-go protocol is shown in
Figure 12. The number on each colored segment indicates
the ID of the device that owns the time segment for data
transmission. The figure shows that the five channels are
fully utilized.

5.2.2. Performance evaluation.

The performance of our enhanced PNG protocol is eval-
uated under different scenarios. In all of the simulations,
the number of channels N is fixed at 21. The length of
each RTS frame is 160 C 10 � .N � 1/ D 360 (bits).
For each machine, the inter-arrival time of data frames fol-
lows a geometric distribution with a mean equal to 1

pa
, and

the length is uniformly distributed between 15 bytes and
1500 bytes.

Figure 13 shows the channel utilization and average
delay under different M’s. The channel utilization is
defined in Equation (1). The average delay is the average of
the time between a data arrival and start of its transmission
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Figure 13. Comparison of channel utilization and delay under
different M’s.

for all machines. Here, M is varied from 5 to 100, and pa is
fixed at 0.0064. The value is selected so that the total data
traffic for M D 100 is very close to the total channel capac-
ity. The result shows that the utilization for M D 100 is
93%, which is very close to the upper bound of the channel
utilization 0.95 ' 20=21 given that one of the 21 channels
is used as CCC. Compared with PNG, 21% more chan-
nel utilization is provided when the channels are heavily
loaded, thanks to asynchronous resource reservation. An
interesting observation from Figure 13 is that the average
delay of enhanced PNG decreases with M first and then
increases monotonically with M. The reason is that when
M is small (e.g., 10), most machines switch to data chan-
nels and no one stays on CCC. When these machines return
to the CCC, no RTS frame could be heard. They have to
wait for MCHT before accessing the CCC, thus experi-
encing a longer delay than M D 20. When M is larger
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Figure 15. Comparison of channel utilization and delay under
different pa’s.

than N, the average delay increases simply because of the
contention on the CCC. Nevertheless, the average delay is
much smaller than PNG.

In order to evaluate the fairness of the proposed protocol,
the average delays of individual machines are also plotted
in Figure 14. The figure shows the case for M D 50, N D
20, and pa D 0.0064. The standard deviation of the delay
is 2.75 ms, which is relatively small compared with the
mean 29.9 ms. The fairness of our proposed protocol is
achieved thanks to the equal random access probability of
each machine.

Figure 15 shows the channel utilization and average
delay under different pa’s with M fixed to 80. A similar
trend can be observed when pa increases from 0.0001 to
0.001. Because M is fixed to 80, the delay simply increases
with pa because of more contentions among the machines
on the CCC. When pa equals to 0.0008, the total data
traffic is the same as the total channel capacity. There-
fore, channel utilization saturates at 94% after pa exceeds
0.0008. Note that when pa > 0.0008, the channel resource
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Figure 16. Channel utilization and delay in large scale networks.

is not enough to transmit all of the generated data. There-
fore, data frames that arrive later will experience much
longer delay.

Figure 16 shows the channel utilization and average
delay in larger scale networks, where M is varied from
100 to 1000. For each M, pa is set so that the generated
data amount is very close to the total channel capacity.
Because of the more contention from competing machines,
utilization decreases slightly as the number of machines
increases. The utilization of enhanced PNG when M D

1000 decreases only 10% compared with the utilization of
M D 100, while the utilization of PNG decreases 35%.
For every M, the average delay in enhanced PNG is also
significantly smaller than that in PNG.

6. CONCLUSIONS

In this paper, we propose a distributed and adaptive
CCC-based protocol for multichannel M2M networks. The
optimal length of the negotiation phase and the access
probability are derived to maximize the channel utilization
of a baseline split-phase protocol. To further improve the
channel utilization, two mechanisms referred to PNG and
enhanced PNG are also developed. The simulation results
show that both mechanisms provide at least 20% more
channel utilization than the baseline protocol. In particular,
the enhanced PNG can achieve a channel utilization of up
to 93% when the traffic load is high.
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