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Abstract—With the emergence of machine-to-machine (M2M)
communications, trillions of devices will soon be interconnected
to support new applications and services. The success of M2M
communication relies on the scalability of underlying network
architectures and protocols. In this paper, an adaptive multi-
channel medium access control (MAC) protocol is proposed
to address the scalability issue in M2M communications. The
proposed MAC protocol enables devices to (1) real-time estimate
the number of competing devices and (2) adjust their operation
parameters to maximize channel utilization. Our numerical
results show that the proposed protocol outperforms the existing
multi-channel protocols, especially when the number of compet-
ing devices is large and fluctuates with time.

I. INTRODUCTION

M2M communication is considered as the most important
evolution for the Internet after the World Wide Web (WWW).
With the help of M2M communication, trillions of machines
will be interconnected to support new applications and service.
The key to interconnect such a huge amount of machines is the
scalability of the underlying network architecture and protocol.
A good protocol for M2M communication needs to scale well
when the number of machines increase so that each individual
machine has a fair share of resources for its data transmission.

Multichannel operation is a promising solution for M2M
communication given that machines could transmit concur-
rently on different channels. Many existing wireless com-
munication protocols such as IEEE 802.11 (i.e., WiFi) and
802.15.4 (i.e., ZigBee) are based on a multichannel archi-
tecture. However, these protocols do not fully support mul-
tichannel operation in the sense that machines do not switch
among channels on a regular basis. In general, machines that
need to communicate with each other, such as a WiFi AP
and the associated machines, select one of the channels and
compete against other “alien” machines on the same channel.
As a result, the overall channel utilization is unbalanced and
limited.

True multichannel operation can be supported in a cen-
tralized or distributed manner. In a centralized multichannel
network, a controller allocates channel resources to competing
machines. The presence of a controller simplifies the process
of resource allocation. One major problem of the centralized
solutions is signaling overhead. When the number of machines
is large, a significant amount of resource/time will be spent
for scheduling requests and reponses. A centralized network
is also subject to the single node (i.e., the controller) failure

problem. In a distributed multichannel network, machines
negotiate with each other for channel access. Depending on
how the negotiation is done, distributed multichannel networks
can be further classified as channel hopping-based [6] [7] or
common control channel (CCC)-based.

In hopping-based protocols, machines hop among different
channels on a regular basis by following specially-designed
hopping sequences. When machines that need to communicate
with each other hop to the same channel, their communication
can start/resume. One advantage of hopping-based protocols is
that no signaling overhead is incurred given that no negotiation
is needed. However, hopping-based protocols usually do not
guarantee timely or frequent “rendezvous” to communicating
machines. Therefore, not only a significant portion of channel
time may be wasted but also individual machines could
experience long delay.

In CCC-based protocols, one of the channels is used as the
control channel. On this control channel, machines negotiate
with each other to reserve channels for data transmission.
Since negotiation is done in advance, data transmission will
be collision free. Therefore, CCC-based protocols could po-
tentially achieve higher channel utilization than hopping-based
protocols while immune to the single node failure problem
in the centralized protocols. Many CCC-based protocols have
been proposed for distributed multichannel networks for these
two reasons. In [1] [2], a so-called dedicate control channel
protocol was proposed, where each machine must equip with
two transceivers. One of the transceivers is locked into the
control channel to negotiate channel reservation while the
other is tuned to different channels for data transmission based
on the negotiation result. By doing so, data transmission and
negotiation can proceed concurrently and channels can be
utilized more efficiently. The only drawbacks are that the
hardware is more expensive and more power will be consumed
due to the use of dual transceivers.

In order to relax the hardware requirement, the split-phase
multichannel protocol was proposed in [3]. In the split-phase
protocol, time is divided into periodical intervals. Each interval
is further divided into a negotiation phase and a data trans-
mission phase. In the negotiation phase, all machines switch
to the control channel to negotiate channel reservation. In the
data transmission phase, machines start their data transmission
in the reserved channels. Since only one transceiver is used,
negotiation and data transmission cannot proceed concurrently.
As a result, all channels other than the control channel will be
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wasted during the negotiation phase. In [4], the authors showed
that channel utilization is very sensitive to the length of the
negotiation phase, Tn, for split-phase protocols. However,
how to determine the optimal Tn that maximize channel
utilization was not discussed. The authors only concluded that
the length of data transmission phase has little impact on
the optimal Tn. The conclusion is based on the assumption
that all machines have no buffer space, which may not be
the case even for simple machines in M2M applications.
In [5], the author proposed a split-phased protocol that adjusts
Tn dynamically. However, the adjustment mechanism is very
primitive. A machine broadcasts a request for increasing or
decreasing Tn after an unsuccessful negotiation or incomplete
data transmission. Machines will then increase/decrease Tn by
one time unit based on majority rule. Obviously, such heuristic
adjustment cannot maximize the overall channel utilization.

In this paper, we propose an adaptive CCC-based protocol
for large-scale M2M networks. In order to improve channel
utilization, machines using the proposed protocol estimate
the number of competing machine before each negotiation
phase starts. Based on the estimation result, individual ma-
chines determine Tn and an access probability, p. The access
probability determines how aggressively machines negotiate
with each other during the negotiation phase. A mathematical
model is then developed to select the optimal Tn and p such
that the channel utilization can be maximized. Our numerical
results show that the proposed adaptive protocol outperforms
the existing CCC-based protocols, especially when the number
of machines is larger and fluctuates with time.

The rest of this paper is organized as follows. In Section II,
the system settings and assumptions are introduced. In Sec-
tion III, the impact of Tn and p on channel utilization is
analyzed. An adaptive CCC-based protocol is then proposed
and the mathematical models for determining optimal Tn
and p are developed. The numerical results and performance
evaluation are given in Section IV. Finally, the paper is
concluded in Section V.

II. SYSTEM SETTINGS AND ASSUMPTIONS

In this paper, we consider an M2M network with N non-
overlapping channels. Time is divided into periodic intervals
with a fixed value of Ttotal. Ttotal is usually determined by
the delay upper bound of M2M applications. Each interval is
further divided into an estimation phase Te, negotiation phase
Tn and data transmission phase Td as shown in Figure 1. Time
is slotted in the first two phases. During the estimation phase,
each machine estimates the number of machines that intend
to transmit in the upcoming data transmission phase, M . In
this paper, M , is assumed to be a random number given the
dynamic nature of M2M applications.

In the negotiation phase, machines negotiate with each
other by exchanging request and reply messages. The request
message is transmitted at the beginning of each slot with a
probability p. The length of the request and reply messages,
Treq and Trep, are assumed to be 18 and 15 time slots,
respectively. Each time slot is set to 20µs. These values are
chosen based on the design of Request-to-Send (RTS) and
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Fig. 1. Timing structure of the proposed protocol

Clear-to-Send (CTS) frames in the IEEE 802.11 protocol. At
the end of the negotiation phase, those successfully negotiated
machines switch to the data channels reserved earlier and
start data transmission. Throughput the paper, we assume that
each machine is equipped with only one transceiver so as to
better model low-power, low-complexity machines in M2M
networks.

III. ADAPTIVE CCC-BASED MULTICHANNEL PROTOCOL

In a typical CCC-based multichannel protocol, the length
of the negotiation phase, Tn, has a significant impact on the
overall channel utilization. If Tn is too small, only a few ma-
chines can complete negotiation before the data transmission
phase starts. As a result, many channels are left unused during
the data transmission phase. If Tn is sufficiently large, all ma-
chines may complete negotiation. However, a large Tn implies
a small Td given that Ttotal is a fixed value. Therefore, little
time will be left for data transmission since data transmission
cannot proceed concurrently with negotiation under our single-
transceiver assumption. Such tradeoff suggests that there exists
an optimal Tn that maximizes overall channel utilization. In
what follows, we first investigate the impact of Tn on channel
utilization. Based on our findings, an algorithm that determines
the optimal Tn that maximizes overall channel utilization will
be developed.

The negotiation process is conducted as shown in Figure 1.
After successfully received the request message, the receiver
will wait for one time slot of inter-frame-space, and then
send back the reply message. A successful negotiation is then
completed. After that, the remaining machines will wait for
another inter-frame-space to send their request messages. If
collision happens on the CCC, all machines will also wait
for one inter-frame-space to resend their request messages. In
Figure 1, the one more slot between the request message the
collision is because no machine send request message in that
slot.
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Fig. 2. Channel utilization vs. Tn: Ttotal = 100ms and p = 0.01

A. Impact of Tn on channel utilization

We consider a large-scale M2M network with N = 60
channels. The number of machines that intend to negotiate,
M, varies from 50 to 200. Figure 2 shows the channel
utilization under different M ’s and Tn’s. In this paper, channel
utilization is defined as the ratio of channel time used for data
transmission and is calculated by

U =
Td

Tn + Td
× Nused

N
, (1)

where Nused is the number of channels used for data transmis-
sion during Td. Here, it is assumed that Te = 0 so we can focus
on Tn’s impact on channel utilization. The results show that
channel utilization varies significantly with Tn and there exists
an optimal Tn that maximizes the channel utilization. Take
M = 100 in Figure 2 as an example. Choosing Tn = 20ms,
which is close to the optimal Tn for M = 50, will degrade
the utilization 37% when compared to the optimal value for
M = 100. The optimal Tn depends on M . However, when M
changes frequently in large-scale networks, optimal Tn cannot
be determined off-line.

In Figure 2, we assume that the access probability in the
negotiation phase, p, is fixed at 0.01. The value of p determines
how aggressively machines contend for access during the
negotiation phase and consequently, the number of machines
that complete negotiation. Therefore, p will also determine
the overall channel utilization. Figure 3 shows the channel
utilization under different p’s for Tn = 20ms and N = 60.
The figure shows that the utilization is very sensitive to the
value of p. In addition, there also exists an optimal p for given
Tn and M . Again, the optimal p depends on M and therefore
cannot be determined off-line when M varies frequently. The
study illustrates that dynamic adaptation of p and Tn to the
change in M will be the key to the efficiency of a CCC-based
multichannel network.
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Fig. 4. An example of the proposed estimation algorithm: M = 5

B. Real-time estimation of M

In order to determine optimal Tn and p that maximize
channel utilization, each machine must real time estimate the
value of M . In this paper, we propose a light-weight estimation
algorithm. Our algorithm relies on so-called ”busy tones”
for machines to advertise their intention for negotiation. The
basic idea of the proposed algorithm is similar to the solution
in [11], but our solution focuses on using a small Te to achieve
a reasonable estimation of M . The details of the proposed
algorithm is given as follows.

The proposed estimation algorithm is composed of two
phases, including coarse phase and refine phase. In the coarse
phase, all of the machines send a busy-tone on the CCC in
the first time slot with a probability of p1 = 1/2. If a machine
sends a busy-tone, it will send a busy-tone in the second slot
with a probability of p2 = 1

22 . The process continues with
pi = 1

2i , where i is the index of slots in the negotiation
phase. If a machine does not send a busy-tone, it listens during
the slot and determines whether or not some busy tones are
detected. If a busy tone is received in slot i, the machine will
send a busy-tone with a probability of pi+1 = 1

2i+1 in slot
i+1. Otherwise, the coarse phase is considered completed for
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Fig. 5. The distribution of M̂ : M = 80 and Lr = 100

the machine.
Figure 4 shows a sample result of the coarse phase. Here, we

assume M = 5. The figure shows that all machines do not send
buys tones in the third time slot. In this case, the coarse phase
is completed in the third slots. Given that each machines halves
the probability of sending busy tones exponentially every time
slot, the average length of coarse phase is log2M , which is
acceptable especially when M is large.

In the refine phase, each machine sends a busy-tone in every
time slot with the probability used by the machine to send the
last busy tone in the coarse phase. The length of the refine
phase Lr is determined in advance, depending on the accuracy
needed. Based on the extensive numerical results, we set Lr

to 100 time slots. Such a value provides a reasonable result
for larger M ’s. At the end of the refine phase, each machine
estimate the number of machines that intend to negotiation in
the negotiation phase by

M̂ =
log(1−Br/Lr)

log(1− pb)
, (2)

where Br is the number of busy tones detected and sent by
the machine (i.e, the total number of slots with busy tones on
the CCC during the refine phase) and pb is the transmission
probability of busy tones in each slot. The example of a refine
phase with pb = 1/8 and Lr = 8 is also shown in Figure 4. For
machine A, busy tones were detected in the first and fifth slot
in the refine phase, and a busy tone was sent in the seventh slot.
Therefore, so Br = 3 in this case. By Eq.(2) M̂ is calculated
to be 3.52 machines.

Figure 5 shows the estimation results of the proposed al-
gorithm. The figure shows the distribution of 10000 estimated
M . The results show that the average of M̂ is equal to M and
the standard deviation is 11.6. The average total time for each
estimation is 107 time slots, which are only about 6 request
messages long. Consider there are 80 machines that intend
to send request and reply messages in the negotiation phase,
such overhead (< 5%) incurred by our estimation algorithm
is negligible.

C. Optimal access probability popt
As we showed in Section III-A, there exists an optimal p that

maximizes the number of machines that complete negotiation
for a given Tn. In other words, there should exist an optimal
p that minimizes the time needed to complete m pairs of
negotiation. In this section, we derive such an optimal access
probability first. Since a machine that completes its negotiation
will not participate in the rest of the negotiation process, the

number of negotiating machines will decrease gradually. The
access probability that these remaining machines use might
also change accordingly. Denote pi as the access probability
when i machines use for negotiation. Define Ti as the time
slots needed for i machine to complete all negotiations. The
expected value of Ti can be computed in a recursive way as

E[Ti] = Pi,1 ∗ {1 + E[Ti]}
+ Pi,2{Treq + Trep + 2 + E[Ti−2]}
+ (1− Pi,1 − Pi,2){Treq + 1 + E[Ti]}

(3)

The first term in Eq (3) represents the event that none of the
machine access the channel in the first slot. As a result, one
slot time is wasted and the negotiation process restarts as if
nothing happens. The probability of this event, Pi,1, can be
obtained as Pi,1 = (1− pi)i. The second term represents the
event that exactly only one machine access the channel and
thus, completes negotiation with its target devices. A total of
Treq + Trep + 2 is needed for the two machines to complete
the negotiation and E[Ti−2] is still needed for the rest of i−2
machines to complete their negotiation. The probability of this
event, Pi,2, can be obtained as Pi,2 =

(
i
1

)
pi(1−pi)i−1. Finally,

the third term represent the event that more than one machine
access the channel and collide with each others. Therefore,
Treq + 1 is wasted and E[Ti] is needed for the same number
of machines to complete negotiation. The probability of this
event can be obtained as 1− Pi,1 − Pi,2.

Eq.(3) can be simplified as

E[Ti] = Trep + 1 + E[Ti−2] +
Treq − Treq(1− pi)i + 1

i ∗ pi(1− pi)i−1

(4)

In Eq.(3), pi only appears in the last term. Therefore, the
optimal pi, pi,opt that minimizes E[Ti] can be obtained by

pi,opt = arg min
pi

Treq − Treq(1− pi)i + 1

i ∗ pi(1− pi)i−1
(5)

By simplifying Eq.(5), we can calculate pi,opt for a given
number of remaining machines i in the network.

D. Optimal contention period Tn,opt
It is observed from Section III-A that there exists an optimal

Tn that maximizes channel utilization. In general, not all of
M machines can complete negotiation within the optimal Tn.
Take M = 200 in Figure 2 as an example. Channel utilization
is maximized when Tn = 56ms. Within Tn, only 90 machines
complete negotiation (i.e., Nused = 45). In this section, we
attempt to find the optimal Tn when M machines intend to
negotiate with each other. Assume that 2m out of M machines
complete their negotiation in the optimal Tn,M,opt. According
to Section III-C, these M machines initially must use an
access probability derived in Eq.(5), pM,opt. Once the first
pair of machines complete their negotiation, the rest of M −2
machines initially must use an access probability equal to
pM−2,opt. The negotiation process continues until the mth

pair of machines complete their negotiation (using an access
probability equal to pM−2m+2,opt.
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In order to determine Tn,M,opt, we first define mj as the
number of machines that complete their negotiation in j time
slots. mj here is also a random variable. Based on Eq.(1),
the Tn,M,opt can be calculated by maximizing the expected
channel utilization E[U ] as

Tn,M,opt = arg max
Tn

E[U ]

= arg max
Tn

{
Td

Tn+Td
× E[m

Tn
]/2

N , if
E[m

Tn
]

2 < N
Td

Tn+Td
, if

E[m
Tn

]

2 ≥ N ,

(6)

where E[m
Tn

] represent the expected value of the number of
machines that complete their negotiation in Tn, and Nused

in Eq.(1) is replaced by E[m
Tn

]/2. We assume that all
m

Tn
machines will fully utilize the data transmission phase.

Therefore, In the case of
E[m

Tn
]

2 ≥ N , we allow at most N
pairs of machines to reserve data channels.

From the discussion in Section III-C, the expected value of
mj , E[mj ] can also be computed in a recursive way as

E[mj ] = Pmj ,1,opt × E[mj−1]

+ Pmj ,2,opt × {E[mj−(Treq+Trep+2)] + 2}
+ Pmj ,3,opt × E[mj−(Treqst+1)],

(7)

where Pmj ,1,opt, Pmj ,2,opt, and Pmj ,3,opt represents the prob-
abilities of the three events for channel access explained in
Section III-C, with i replaced by mj and pi replaced by pj,opt
defined in Eq.(5). E[m

Tn
] in Eq.(6) can be calculated using

Eq.(7) with j = Tn. Finally, Tn,M,opt can then be obtained
numerically using Eq.(6).

IV. NUMERICAL ANALYSIS AND EVALUATION

In this section, we compare the channel utilization of the
proposed adaptive CCC-based multichannel protocol, AD-
MAC, with other wireless multichannel protocols, OPTIMAL
and FIX (p = 1/100, p = 1/200, and p = 1/300) protocols.
OPTIMAL is an imaginary ideal protocol that knows M with-
out estimation, and apply same procedures of our proposed
protocol in Tn and Td. OPTIMAL is used to compare with
the performance of proposed protocol and provide an optimal
bound of utilization. As for FIX protocols, they do not estimate
M , and the parameters such as Tn and p are fixed. According
to the protocol proposed by J. So and N. Vaidya [3], the length
of Tn is 20% of Ttotal in FIX protocols.

In the scenarios of following experiments, the number of
channel N is 40, and the length of Ttotal is 100ms, i.e., 5000
time slots. The number of machines M is a uniform distributed
random variable and is different in each Ttotal. M̄ is the mean
of M and M is the sample space of M , i.e., M ∈ M =
[M̄ − a, M̄ + a], where the variance V ar[M ] = ((2a+ 1)2 −
1)/12. The following two experiments varies M̄ and V ar[M ]
to observe their effects on the protocol utilization.

A. The impact of M̄ on U

Figure 6 compares the utilization with different values of
M̄ , varies from 10 to 300, while a is fixed to 10. As the
result shows, both the channel utilizations of OPTIMAL and
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Fig. 6. The comparison of channel utilization under different M̄ ’s in different
protocols

ADMAC protocols increase as M̄ gets larger until the all data
channels are fully reserved, i.e., M̄ = 80 (= N × 2). The
utilization increases because all of the devices could complete
negotiation and transmit data in the channel. When M̄ > 80,
the protocols will allow only 80 devices to complete negoti-
ation in Tn. In addition, the efficiency of negotiation is not
affected by M̄ . Therefore, the utilization is not changed when
M̄ > 80. The small gap between ADMAC and OPTIMAL
also proves that Te incurs little overhead and could effectively
improve the utilization. In the FIX protocols, the number
of devices is not estimated, so that p has to be fixed. As
the result shows, the three FIX protocols outperforms each
other for different M̄ ’s, For example, when M̄ = 50, FIX
protocol with p = 1/100 has the highest utilization among
the FIX protocols. However, when M̄ = 80, FIX protocol
with p = 1/200 performs best, and when M̄ ≥ 100, FIX
protocol with p = 1/300 has the highest utilization. When
M fluctuates with time, without an accurate estimation of M ,
the p of FIX protocols could not be properly determined to
maximize the channel utilization.

B. The impact of V ar[M ] on U

Figure 7 shows the utilization of the scenarios where M̄ is
fixed to 50 and a varies from 5 to 45. As a gets larger, the
standard deviation σ =

√
V ar[M ] increases, thus representing

a more dynamic network. The figure shows that when M
fluctuates more dramatically, the utilization of FIX protocols
will decrease more than our proposed protocol. The reason is
that in FIX protocols, p is determined based on a fix value of
M . Therefore, When σ gets larger, M will deviate from the fix
value more frequently, and the chance of p being unsuitable
to M gets larger. In most of the scenarios of real applications,
such as the M2M traffic system, the number of devices could
fluctuate from time to time. As a result, the proposed protocol
will performs better in real world.

C. Further Improvement of the protocol

In our protocol, though Tn is adjusted dynamically for
optimized utilization, the channel resources wasted in other
data channels during Tn still become the bottleneck for our
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split-phased CCC-based protocol. In fact, this has long been
considered a major drawback for split-phased CCC-based
protocols as [4] had pointed out. However, the problem could
be eliminated by introducing a new feature in our proposed
protocol. In fact, machines who successfully reserve the data
channel earlier during Tn do not need to record the channel
reservation status after the success. In order to better utilize
data channels during Tn, we introduced the “Pair-and-Go”
concept: once the negotiation between two machines is done,
the machine pair can switch to the reserved data channel and
start transmitting data immediately (as shown in Figure 8).

Adopting the same settings as in Section IV, Figure 9
combines the numerical results of ”Pair-and-Go” protocol
(PROPOSED+PG) with previous results in Figure 6. The
utilization improvement of PROPOSED+PG over PROPOSED
increases as the number of machines M in the network
increases. When M is larger than twice of N (N = 40), the
utilization improvement of PROPOSED+PG over PROPOSED
will be saturated at about 20%.

However, a trade-off exists between using Pair-and-Go
mechanism or not in our proposed protocol. Without Pair-
and-Go, our proposed protocol could be easily adapted to use
channel scheduling as described in [12]. In negotiation phase,
the devices claim how long they need to transmit data for each
receivers. Then, a channel scheduling algorithm is adopted
to assign multiple devices to one data channel and fully
utilize the data channels during negotiation phase. However, if
Pair-and-Go is adopted in our proposed protocol, the devices
who complete negotiation has to switch to the data channel
immediately. As a result, the devices could not negotiate with
other devices in the negotiation phase again and thus decreases
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Fig. 9. Comparison of Pair-and-Go and AD-MAC.

the efficiency of channel scheduling.

V. CONCLUSIONS

In this paper, an adaptive CCC-based multichannel protocol
for large-scale M2M networks is proposed. The proposed pro-
tocol enables efficient estimation of the number of machines
in a distributed manner. Based on the estimated number, the
protocol dynamically adjust the access probability and the
length of the negotiation phase to maximizes channel utiliza-
tion. The numerical results show that our protocol outperform
the existing CCC-based protocols. Our protocol is a feasible
solution for large- scale M2M networks, where machines may
join or leave the networks dynamically.
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